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Sub: Packet Transport Network in BSNL.
Transport network requirements of BSNL in the present scenario requires packet transportation, as all the network elements are generating IP Traffic which is to be reliably transported.  Based on this requirement, Packet Transport Network document has been generated ( Annexure-A) which outlines the basic concepts, technology & network architecture for the future transport network of BSNL.  The network comprises of:

(i) MPLS-TP based nodes, and 

(ii) OTN enabled DWDM Express Highway.

Apart from the procurement of STM-1 ADM & STM-1 CPE as per the quantities indicated at Annexure-B, no further procurement of SDH based transmission equipment is planned.  Based on the existing inventory of transport equipments and the proposed procurement of STM-1 ADM & CPE the requirement for equipment may be reassessed and the quantities required for Type A, B & C   MPLS-TP nodes ( as per the configuration indicated in PTN document) may be worked out and intimated for necessary action.  It may be ensured that the planning is realistic and based on actual requirement.  The equipment once made available shall be put to use immediately. 

A separate committee is being formed to plan Pan India OTN enabled DWDM Express Highway. 

Encl: 
(i)
Packet Transport Network document (Annex-A).

(ii)
STM-1 ADM & CPE Circle -wise allotment (Annex-B)                                   Sd /
( S.B. Singh )

Addl. GM (CNP-I)

Tel: 011-23714038

Fax: 011-23710135

Copy to:



Sr.GM (NWP GSM-I)/ Sr.GM (NWP-BB)/Sr.GM (NWP-CFA) BSNL C.O. New Delhi.
ANNEXURE-A
Packet Transport Network

Introduction:

BSNL transport network was designed and deployed to carry basically TDM traffic comprising of EIs, STM-1s & STM-16s.  The network elements such as Switches, BTSs, BSCs & MSCs etc utilized TDM interfaces for transportation of information from one place to the other as part of service delivery.  With the introduction of Broadband for which large number of DSLAMs were installed for high speed Broadband delivery, transport of Ethernet traffic was also introduced in BSNL network, through RPR Switches deployed in metro districts.  

To carry TDM traffic efficiently & reliably SDH network comprising of STM-1 CPE,   STM-1 ADM, STM-4, STM-16 ADM,  STM-16 MADM and STM-64 has been extensively deployed which carried all type of TDM traffic.  For long distance transport, linear DWDM systems ( 2.5G & 10G) were deployed which carried mostly SDH traffic through its λs ( STM-1, STM-4, STM-16).  During 2009 Digital Cross Connect    (DXCs) were also introduced in BSNL network with granularity of STM-1 Cross Connect along with aggregation and ASON capability.  Thus SDH, DXC and DWDM is presently the backbone of the transport network of BSNL.  

From 2006 onwards, with the advent of Ethernet over SDH (EοSDH) all SDH, DWDM & DXC Equipment procured by BSNL had the capability of transporting Ethernet traffic over SDH frame through Generic Framing Protocol (GFP) and Virtual Concatenation.  This technology enabled BSNL to adapt to the transition phase in the technological development curve where the network elements were progressively switching towards Ethernet Interfaces ( FE, GE) but continued to support TDM interfaces too.  Further with deployment of large numbers of RPR Switches and OCLAN Switches with Broadband network the requirement of Ethernet transport through traditional TDM transport backbone, was minimal.  Even the routers of MPLS network (P&PE) had substantial TDM interfaces to enable the transportation of traffic in secure reliable media, utilizing BSNL's traditional TDM transport backbone.

But the situation depicted above is rapidly changing with 100% network elements being deployed by Mobile, Broadband and NGN for fixed access supporting only Ethernet interface for interconnection. Thus the volume of transport requirement for Ethernet Interfaces has exponentially increased while requirement of TDM transport has almost diminished.  Few instances to quote are: 

(a) Phase VII 2G BTSs apart from 3G Node Bs are only having FE interfaces for transportation towards RNC. 

(b) All core elements of Phase VII are interconnected through GE interfaces mostly utilizing the MPLS backbone. 

(c) NGN network for fixed access to be rolled out has GE and 10GE interfaces from all network elements ( LMGs & Core ) to be transported to the nearest MPLS PE Routers.

Hence, the network transportation requirement has clearly shifted from TDM with smaller portion of Packet to almost 100% Packet transport.   As we move in the era of Packet transport, utilizing TDM network for the same becomes inefficient and costly.  Moreover, the packet network requires support for different class of services, aggregation and dynamic statistical multiplexing etc. in transport layer for efficient delivery of services.     

Telecom operators worldwide are facing this challenge and most of them have either planned or already implemented the Packet Transport Network. 

What is Packet Transport Network ? 

Attributes required for Ethernet transport. 

	Attributes
	Packet Network
	Transport Network
	Packet Transport Network

	Connection Mode
	Connectionless
	Connection oriented
	Connection oriented

	OAM /Operation & maintenance)
	Out of Band 
	In band
	In band

	Protection Switching
	Control Plane depend
	Data Plane Switching
	Data Plane Switching

	BW efficiency
	Statistical Multiplexing
	Fixed Bandwidth
	Statistical Multiplexing

	Data rate granularity
	Flexible
	Rigid SDH Hierarchy
	Flexible

	QoS
	QoS differentiation
	Single Class
	QoS differentiation


Packet Transport →   Packet efficiency   +    Transport grade.

Transport network requirement

	
Transport Network

	Reliable aggregation of any client traffic type, of any scale at the lowest cost per bit


↓



↓


↓


↓

Ability to support
Ability to deliver any
Ability to ensure that 
Ensuring low processing

any number of 

type of client traffic
client traffic is 

complexity and easy 

Client traffic 




reliably delivered 
operations.

Instances whatever 



and monitored 

Network size from



for e2e performance

access to core 
* Layering

*Client agnostic          *Connection Oriented   
 *Capex -low as protocol

* Partitioning

L1, L2 & L3
         *Strong OAM                            complexity (L1&L2)minimum 






         * resilience

 * OPEX-Unified Management






         *Traffic engineering
   & Control 

MPLS-TP
The Internet Engineering Task Force (IETF) and International Telecommunication Union (ITU-T) undertook a joint effort to standardize a new transport profile for the Multi-Protocol Label Switching (MPLS) technology that intends to provide the basis for the next generation Packet Transport Network.  The fundamental idea of this activity is to extend MPLS where necessary with operations, Administration and Maintenance (OAM) tools that are widely applied in existing transport network technologies such as SDH.  MPLS-TP is considered to be a carrier grade packet transport technology.

Characteristics:

· Strictly connection oriented

· It is client-agnostic ( Can carry L1,L2, L3 Services)

· It provides strong Operations, Administration and Maintenance (OAM) functions similar to those available in traditional optical transport networks ; these OAM functions are an integral part of the MPLS-TP data plane and are independent from the control plane.

· It provides several protection schemes at the data plane similar to those available in traditional optical transport networks.

· Allows network provisioning via centralized NMS

· Transport & distribution of synchronization clock is possible. 

· GMPLS control plane is also applicable to the MPLS-TP Client or server layers and allows to use a common approach for management and control of multilayer transport networks.

BSNL Network Evolution:   

It is seen that BSNL requires immediate introduction of Packet Transport Network in order to provide reliable connectivity to the additional network elements and to meet the exponential growth in IP traffic. MPLS-TP enabled nodes with different configurations (as per the network requirement) has to be planned for transportation requirements in place of STM-1 CPE, STM-1 ADM, STM-16 MADM and STM-64. 

Proposed configuration of nodes:-

Type-A :



Uplink

---
1GE (optical) -- 2



Downlink 
---
FE

-- 4






FX

-- 4






GE

-- 2

Cross Connect Capacity
--
 5 Gbps
Type -B



Uplink


10GE
-- 2



Downlink

10GE
-- 2






 GE
--20 (10 Electrical+10 optical)






 FE
--16






 FX 
--16

Cross connect capacity 
--
80 Gbps.

Type C



Uplink


40GE
 --
 2



Downlink

10GE
  -- 
10





FE/ GE  -- 
60 ( 30 optical + 30 Electrical) 





(10/100/1000)


Cross connect capacity-
240 Gbps

· Nodes to comply to the MPLS TP standards for OAM, Protection, Architecture, Synchronization etc.
· There will be no TDM interface and the existing infrastructure of SDH/DWDM will cater to the existing TDM traffic of BSNL. 
· Lower type nodes can be directly terminated on the interfaces of the higher level nodes i.e. 1GE Uplink of Type-A node can be terminated on the 1GE interface of Type-B nodes similarly 10GE Uplinks of Type-B node can be terminated on 10GE interface of Type-A nodes. 
· Type-B & C shall have control card, switching fabric and power supply redundancy while Type-A will have only power supply redundancy.
· Exchange of traffic with MPLS-IP will be through PE Routers on UNI interface at multiple points of connectivity.
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· Co-located network elements connected directly while the traffic between non             co-located ones is transported through packet transport network.
The planned A,B & C Nodes will perform the function of transport & aggregation of traffic from all access points such as BTS, Node Bs, RNCs, MSCs, MPLS-PE Routers, FTTH OLTs, DSLAMs etc. All the traffic aggregation in major cities with high traffic between PoPs located within same city will be served by Type C nodes.  Thus the functions presently being done by STM-1 CPE, STM-1 ADM, STM-16 MADM, STM-64 and RPR Switches will be done by MPLS-TP enabled packet transport nodes with 3 configurations as shown above for all the future packet transport requirements. 

Express Transport Highway:

The network planned above will take care of the access and aggregation of traffic but in case of high capacity packet traffic between cities ( such as between two core routers) the requirement shall be of OTN enabled DWDMs. 

Presently BSNL network comprises of some large network elements with comparatively very high traffic flowing between them,  such as (i) MPLS Core routers (ii) MPBN network connecting RNCs, MSCs, SMSCs and GSMSCs (iii) PE routers to core routers and from (iv) circle nodes to the regional data centres.  This traffic is of very high volume and is expected to increase exponentially with high rate of growth in data traffic.  In order to transport such large traffic with reliability and resilience OTN capable of taking traffic in all forms ( 1GE, STM-1, STM-16/2.5GE, 10GE), aggregating the same and transporting it on 100G DWDMs is the need of the hour, thus creating a expressway with fully reliable and redundant transport. 
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From the above note it is seen that in order to create a packet transport network which fulfills  the long term requirement of BSNL we need to:-

(a) Induct MPLS-TP based nodes of various configuration for access and aggregation of packed traffic, and 

(b) Create 100G OTN based DWDM Express Highway for high capacity long distance reliable transport between all important traffic locations. 

	
	
	
	ANNEXURE-B
	

	Tendered Quantity of STM-1 ADM & STM-1 CPE 
	

	
	
	
	
	

	S./No.
	Circle
	Quantity Tendered
	

	
	
	STM-1 ADM
	STM-1 CPE
	

	1
	AP
	210
	1400
	

	2
	A&N
	4
	25
	

	3
	AS
	11
	75
	

	4
	BH
	24
	165
	

	5
	JKD
	4
	28
	

	6
	GUJ
	250
	1668
	

	7
	HR
	0
	0
	

	8
	HP
	27
	181
	

	9
	J&K
	1
	8
	

	10
	KTK
	323
	2153
	

	11
	KRL
	105
	700
	

	12
	MP
	252
	1680
	

	13
	CHG
	0
	0
	

	14
	MH
	241
	1603
	

	15
	NE-I
	10
	62
	

	16
	NE-II
	50
	336
	

	17
	OR
	137
	910
	

	18
	PB
	63
	419
	

	19
	RAJ
	53
	350
	

	20
	TN
	73
	490
	

	21
	UP-E
	0
	0
	

	22
	UP-W
	37
	245
	

	23
	UTK
	0
	0
	

	24
	WB
	0
	0
	

	25
	CHTD
	34
	224
	

	26
	KOLTD
	73
	490
	

	 
	TOTAL
	1982
	13212
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Typical Network Topology for MPLS-TP Nodes



A



LMG



Node B

FE/

GE

10GE

FX

MPLS-PE

FE

GE

RNC

BSC

MPLS-P

BNG

Enterprise Customer

Rural DSLAM

BTS/

Node B

FE

MPLS-PE

GE/

10GE

GE

MSC

nxGE

MPLS-PE

10GE



A



A



A



B



C



B



B

RNC

BSC

GSMSC

Soft

Switch

40GE

Ring



C



C

IMS

nxGE



C

Soft Switch

SMSC

GE







10GE

Ring

1GE Ring

A & B Node rings can be built up on Fiber or through DWDM.



C Node rings on Fibre only.

Node B

10GE







2










